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Continuous Integration

● What is Continuous Integration?
● “In software engineering, continuous integration (CI) 

implements continuous processes of applying quality 
control — small pieces of effort, applied frequently.”

● What is Jenkins?
● “Jenkins, previously known as Hudson, is an open source 

continuous integration tool written in Java.”



  

How It Used To Be

● Lack of automation
● Push me, pull you!



  

Getting Ready For Automated CI



  

Managing Change

● We want to keep revisions.
● But we also want to share.
● In fact, we want to share in complex ways.

● But when we share, shit breaks. :-(



  

Managing Change



  

Vincenzo Russo

● Development Team Lead
● He likes hats...
● He hates it when shit breaks.

● He also likes process.
● A little too much.



  

VCS

● Vincenzo likes Scrum
● That changes the way you think...

● What is “feature branching”?

● Um, we don't actually do that...

● We do feature forking!



  

VCS

● We use Gitorious instead of GitHub



  

Hardware In The Cloud

● So we are managing change...
● Next we need a place to build!



  

Miguel Jacq

● Systems Engineer
● Likes France.
● Hates working.

● Hates working so much,
he makes tools that can
work for him!



  

Managing The Servers

● Jenkins
● Madelon
● Libcloud / Linode API
● Puppet
● Nagios
● Munin



  

Why Jenkins for arbitrary tasks?

● Not just a CI tool
● Good for executing any remote script & monitoring 

result
● A useful audit trail
● Repeatable (useful for DR)
● Automatable
● Many notification options (iPhone, IRC, email)



  

Madelon?

● http://github.com/mig5/madelon
● Fabric-based implementation of Libcloud API
● Builds a new server, runs post 'hooks'
● Triggers the initial Puppetisation of a server
● Triggers automatic monitoring (Nagios/Munin)

http://github.com/mig5/madelon


  

Triggered from a Drupal webform!



  

Wrapping up



  

Alasdair Cowie-Fraser

● Junior Developer
● Likes music.
● Not very clever.

● We need to stop him
from breaking shit...

● Because that upsets
Vincenzo!



  

We can manage change
We have a place to build

But we also have an Alasdair
Now we need a safe pair of hands!



  

● Jenkins is already doing large chunks of Mig's job – 
maybe he can do Alasdair's job too?



  

● Webform once again, to make dev's life easier



  

Becomes a Jenkins job



  

Triggers a Fabric deployment

● Clones repo
● Checks out requested branch
● Creates database, settings.php, files dir
● Sets up symlinks (files dir lives outside build)
● Creates Drush alias, Drush crontab
● Creates Nginx vhost, restarts services
● Points 'Document Root' symlink to new build
● Commits relevant bits back into git (updated 

settings.php with db credentials etc)



  

First build in action



  

What happens after the first build?

● Subsequent commits + push to that branch trigger 
new builds in Jenkins

● Fabric backs up site
● Clones a fresh build into /var/www
● Runs tests
● Runs drush updatedb
● Manipulates 'Document Root' symlink to point to 

new build
● Cleares caches



  



  



  

Build failed? No problem!

● Usually happens early on in tests
● Existing site continues to function as it points to the 

last working build
● If it breaks too late in the process, simply set live 

symlink back to previous build
● Perhaps restore from the database backup taken 

prior to the broken build if it messed the data



  

Taking changes live?

● Merge or cherry-pick master branch to stage
● Triggers similar build on stage server
● Client approved? Cherry-pick/merge to prod
● Triggers similar build on prod server
● Takes database changes from dev > live because 

Jenkins build runs drush updatedb



  

How has this changed things?

● Automatic triggered build from git to live site 
sounds risky? Doesn't have to be

● Encourages and inspires devs to commit early, 
commit often

● Building good tools for Dev takes away the pain for 
both Dev and Op

● Jenkins notifications to IRC of successful builds + 
commit message keeps everyone informed

● Emails and alerts about failed builds keeps everyone 
informed!



  

Fabric or Capistrano?

● Either tool is good
● Designed to solve same or similar problems
● (running remote tasks over SSH)
● Mig prefers Python to Ruby :P
● What Mig says goes (Mig wrote this slide..)



  

Peer Review

● Jenkins can build stuff.
● But Alasdair might still do something stupid. Who's 

keeping an eye on what he commits?



  

Steve Hunton

● Project Manager
● Likes order.
● Hates Scots.

● Which is unfortunate, since
Alasdair is half-Scottish!



  

Peer Review

● Both Steve and Vincenzo like to keep an eye on 
poor Alasdair.

● They do so by:
● Pull requests
● Built feature branches



  

Peer Review



  

Customers

● Lovely people
● Like it when things just work.

● Customers sign off on Stage
● We cherry-pick the changes to Production
● Tag and release (Jenkins again)



  

The Full Picture



  

The Full Picture
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The Full Picture



  

The Full Picture

ETC. ETC.



  

The Full Picture
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The Full Picture



  

The Full Picture



  

Steve Cowie

● Director of Operations
● Lacks empathy.
● Likes money. (He's a Scot.)

● Sends the bill!



  

Get Paid!



  

The Plug!

● Like what you see?
● Buy it from Code Enigma.
● Ask Mig to come and manage your servers – he'll 

find a way to avoid doing it!



  

Thanks for listening!
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